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Detecting deepfake media remains an ongoing challenge, particularly as forgery techniques rapidly evolve and become in-
creasingly diverse. Existing face forgery detectionmodels typically attempt to discriminate fake images by identifying either spatial
artifacts (e.g., generative distortions and blending inconsistencies) or predominantly frequency-based artifacts (e.g., GAN
fngerprints). However, a singular focus on a single type of forgery cue can lead to limited model performance. In this work, we
propose a novel cross-domain approach that leverages a combination of both spatial and frequency-aware cues to enhance
deepfake detection. First, we extract wavelet features using wavelet transformation and residual features using a specialized
frequency domain flter. Tese complementary feature representations are then concatenated to obtain a composite frequency
domain feature set. Furthermore, we introduce an adaptive feature fusion module that integrates the RGB color features of the
image with the composite frequency domain features, resulting in a rich, multifaceted set of classifcation features. Extensive
experiments conducted on benchmark deepfake detection datasets demonstrate the efectiveness of our method. Notably, the
accuracy of our method on the challenging FF++ dataset is mostly above 98%, showcasing its strong performance in reliably
identifying deepfake images across diverse forgery techniques.
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1. Introduction

Te rapid proliferation of deepfake technologies, which use
deep learning techniques to generate highly realistic yet
fabricated media, poses a signifcant threat to the integrity
and credibility of digital content [1, 2]. Te mainstream
methods of deepfakes are shown in Figure 1. Te forged
images are highly realistic, to the extent that they can be
mistaken for genuine. Te ability to create convincing fake
images, videos, and audio has far-reaching implications,
from the spread of misinformation and undermining of trust
in media to the potential for malicious exploitation in areas
such as fraud, blackmail, and election interference. In the
recent Russia–Ukraine confict, many videos or images of
Zelensky’s remarks circulated on the Internet have been

proven to be fake. As these forgery techniques continue to
evolve and become more sophisticated, the challenge of
accurately detecting deepfake content has emerged as
a critical research problem.

In recent years, the abuse of deep forgery technology has
brought the prosperity of deepfake detection methods. Some
methods are based on the inherent patterns of images, such
as speeded-up robust features (SURFs) [3], photo response
nonuniformity (PRNU) [4], and local binary patterns (LBPs)
[5]. Some methods reveal inconsistent features of images,
such as face X-ray [6], subtle manipulation patterns [7],
implicit identity [8, 9], and global texture extraction [10].
Some methods focus on designing network structures, such
as MesoNet [11], multitask model [12], and attention
mechanism [13]. Te others use the continuity anomaly
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facial posture between continuous frames of video to detect
image tampering, such as eye-blinking detection [14], head-
pose-changing detection [15], and phoneme-vision-
mismatches detection [16]. Existing detection approaches
often focus on identifying either spatial artifacts or
frequency-based cues, but a singular reliance on a single type
of forgery indicator can limit the efectiveness of these
methods.

Considering the above issues, in this work, we propose
a novel network architecture called the cross-domain fusion
network with one spatial and two frequency domain
(CFNSFD) features. Our approach combines color domain
features and both low-level and high-level frequency domain
features of images, leveraging a cross-domain fusion module
to integrate these complementary representations. First, we
extract the color feature in the spatial domain, which can
comprehensively capture the original image characteristics.
We then obtain two distinct frequency domain features. Te
shallow frequency feature is extracted directly from the input
image using wavelet transformation. Te deep frequency
domain feature, on the other hand, is obtained by frst fl-
tering the input to produce a residual image and then
extracting features from this residual using a specialized
convolutional extractor. Te residual images highlight the
edge information of the images, which can be more dis-
criminative for deepfake detection. We concatenate the
wavelet-based frequency features and the residual-based
frequency features to form a composite frequency domain
feature set. Finally, we fuse this composite frequency domain
feature with the color features in the spatial domain using an
adaptive feature fusion module. Te resulting fused features
are then input to a fully connected layer for end-to-end
deepfake classifcation. Extensive experiments on the FF++
dataset demonstrate the efectiveness of our approach, with
most of the accuracy above 98%.

Our contributions can be concluded as follows:

• We propose a cross-domain method that combines
spatial domain and frequency domain features. We
extract a comprehensive set of features including color
domain features, shallow frequency domain features,
and deep frequency domain features.

• We propose a feature adaptive fusion module that
enables the features of diferent branches to be fully
expressed in the classifcation stage.

• Extensive experiments demonstrate the efectiveness
of our method.

Te remainder of this paper is organized as follows.
Section 2 reviews the related work on deepfake detection.
Section 3 details the proposed cross-domain detection
framework, including the feature extraction and fusion
strategies. Section 4 presents the experimental setup and
results, along with ablation studies and discussions. Finally,
Section 5 concludes the paper and outlines future research
directions.

2. Related Work

2.1. FaceTampering. Among all the face tampering methods,
we usually divide them into four categories according to the
implementation principle [17], including DeepFake,
Face2Face, FaceSwap, and NeuralTexture. Examples of these
four types of face-tampering images are depicted in Figure 1.
DeepFake and FaceSwap are face-replacement methods,
which use a source image to replace the face of target images.
Face2Face and NeuralTexture are facial reenactment
methods, using a source image to reenact the facial ex-
pressions of target images. Furthermore, DeepFake and
NeuralTexture are learning-based methods, and the other
two are graphics-based methods.

DeepFake is generated by two autoencoders with shared
weights. First, we train two autoencoders to reconstruct two
input images separately. Tese two encoders have the same
weights but are diferent in the decoder. After training, the
input image of the class is encoded by the share-weight
encoder but decoded to reconstruct as another class.

FaceSwap uses information on facial landmarks to get
sparse knowledge of faces.Ten, it uses these facial landmarks
to do 3D efect transformation. After that, it is projected back
to the target face by minimizing their distance.

Face2Face uses a dense reenactment system with the
whole image pixel by pixel. Te target images’ pose, change,
and expression move according to the source images totally.

In NeuralTexture, frst, the neural texture pattern is
trained from source images and then the target images are
adjusted to match the neural texture pattern from the source
images. Finally, photometric reconstruction loss and
adversarial loss are used during the training stage.

2.2. Face TamperingDetection. Face forgery based on simple
copy move can be detected by simple machine learning
methods. But with the increasingly sophisticated de-
velopments in computer graphics and neural networks,

Real

DeepFake

Face2Face

FaceSwap

NeuralTexture

Figure 1: Comparison of four types of deepfake images from
FaceForensics++ datasets. Tey are DeepFake, Face2Face, Face-
Swap, and NeuralTexture. Among them, DeepFake and FaceSwap
are face identity replacements, while Face2Face and NeuralTexture
are face attribute edits.
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these methods have experienced a signifcant decline in
efectiveness. Correspondingly, face forgery detection has
been gradually updated. In this part, we introduce the
current progress in the feld of face-tampering detection.

2.2.1. Spatial-Based Tampering Detection. In recent years,
many researchers have tried to detect forgery contents based
on neural networks. Most of them focused on mining the
color features of the image, such as RGB or CMKY pattern,
whether it is based on manual features or models. Matern
et al. [18] ignored the detailed facial characteristics but
focused on the global artifacts, such as the color of irises and
weird shadows on the face. Yang et al. [15] exploited head-
pose reconstruction. After 2D and 3D head-pose re-
construction, if the angle between the two directional vectors
exceeds a certain threshold, then it is identifed as a forged
image. Li et al. [5] observed the fusion boundary of the
image. If there are color abnormal points on the fusion
boundary, through face X-ray, the conversion binary image
will have an obvious fusion boundary. Khalid et al. [19]
trained a one-class classifer (autoencoder), which can re-
construct images, and use the reconstructed score to judge
whether it is an abnormal image (forged). Zhu et al. [20]
proposed a deepfake detection approach that extracts and
fuses features from the YCbCr and RGB color spaces.
Coccomini et al. [21] applied the spatial features from the
original video frames to EfcientNet, Vision Transformer
(ViT), and Cross-ViT. Te AltFreezing [22] adopts both
spatial and temporal artifacts to achieve face forgery de-
tection. Chen et al. [23] utilized spatial domain features and
adopted an adversarial network to train the generator and
discriminator simultaneously. Zhang et al. [24] divided the
original image into several blocks of the same size before
extracting spatial features, forcing themodel to explore more
discriminative forgery traces. Other studies such as [11, 25]
used neural networks to extract high-level information from
the spatial domain of images.

2.2.2. Frequency-Based Tampering Detection. Knowledge of
the frequency domain is very important for forming an
image. Tey have been used in image classifcation [26, 27],
superpixel [28], and so on. Durall et al. [29] found that in the
frequency domain, the artifacts are distinguished since the
spectrum of real and fake images has diferent distributions.
Because the visual artifacts of tampering images are difcult
to detect, many studies turn to using frequency domain
features to detect forged images and have achieved a lot of
success. Qian et al. [7] found two frequency-aware cues. One
is to decompose image components in the frequency do-
main, and the other is to calculate local frequency statistics
and propose an F3 network. Liu et al. [30] used discrete
Fourier transform (DFT) to get the spectrum. Tey con-
sidered not only amplitude but also phase and presented
a spatial-phase shallow learning method to capture the
upsampling artifacts. Luo et al. [31] utilized high-frequency

noises for face forgery detection. Tey proposed a complex
network to extract high-frequency noise characteristics.
Masi et al. [32] used the Laplacian of Gaussian (LoG) al-
gorithm for frequency-based feature enhancement, sup-
pressing the image content which is represented by low-level
features. Luo et al. [33] found that in the image frequency
domain, high-frequency signals that eliminate color textures
are more efective in distinguishing real and forged videos
than low-frequency signals. Tan et al. [34] rethought the
upsampling artifacts in the frequency domain. ADD [35]
developed two distillation modules for detecting highly
compressed deepfake, including frequency attention distil-
lation and multiview attention distillation. BiHPF [36]
amplifed the size of artifacts through two high-pass flters.
FreGAN [37] observed that unique frequency-level artifacts
in the generated images lead to overftting on the training
source. Terefore, FreGAN mitigated the impact of
frequency-level artifacts through frequency-level perturba-
tion. Tan et al. [38] improved the generalizability through
frequency-domain learning. Doloriel and Cheung [39]
proposed a novel deepfake detector through frequency
masking.

In our work, we think that it is not sufcient to use only
RGB color texture or frequency domain characteristics. Our
detection network must not lose information from both
sides. In addition, compared with existing frequency-based
methods, we believe that it is not sufcient to obtain the
spectrum of the image by using a fxed flter because the
image forgery is tricky and difcult to capture by using
a fxed paradigm. So, the feature extraction module with
dynamic characteristics is also under consideration.

3. Proposed Method

In this section, we frst comprehensively review the moti-
vation behind our approach. Ten, we provide a detailed
description of our method. As shown in Figure 2, the input
image is divided into three branches for separate processing.
Tis includes directly extracting RGB color features from the
original input image, extracting wavelet features (shallow-
frequency features) using wavelet transform, and extracting
residual features (deep-frequency domain features) using
residual flters. Te RGB features are directly extracted by
inputting the original color image into the ResNet-34 net-
work. Te extraction methods for wavelet features and re-
sidual features will be detailed in the following sections. Te
composite frequency domain features are formed by con-
catenating the wavelet frequency domain features and the
residual frequency domain features. Te classifcation fea-
tures are obtained by fusing the composite features and the
color features through the adaptive feature fusion module.
Finally, the fused features are fed into a fully connected layer
for end-to-end classifcation.

In this paper, we utilize the ResNet-34 network [40] as
the backbone network to implement face forgery detection.
ResNet-34 introduces residual connections, which make it
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easier for the network to learn identity mappings during
training, thus alleviating the problem of degradation in deep
networks. Compared to ResNet-18, ResNet-34 has more
layers to learn features from images, allowing it to better
capture the complex details and textures present in forged
images, thereby enhancing its feature learning capabilities.
In contrast to even deeper network architectures, ResNet-34
ofers lower computational and memory requirements.

3.1.Motivation. Frequency domain analysis can capture the
global information of the entire image. However, image
compression can potentially alter its frequency domain
characteristics, which may result in a performance decline
when processing compressed images using frequency do-
main analysis. In contrast to frequency domain analysis,
spatial domain analysis is less susceptible to the efects of
image compression because it directly operates on the im-
age’s pixels. However, spatial domain analysis methods may
struggle to capture very covert and fnely detailed forgery
information. Terefore, we combine spatial domain and
frequency domain analyses to provide a more compre-
hensive description of image features. Tis comprehensive
analysis allows the model to better understand the image
content and can enhance its robustness in detecting various
forgery techniques.

Face forgery methods proposed in recent years have
done rigorous postprocessing, including boundary fuzzy and
interpolation, which make the mixed boundaries look in-
visible, especially in the RGB domain where faces can be
directly observed by human eyes, while most forgery de-
tection methods also focus on this. However, as shown in
Figure 3, we observed that although the real images and the
tampering images have almost invisible diferences in the
RGB domain, their statistical characteristics are signifcantly
distinguished when we convert them to the frequency

domain. Terefore, we propose a face tampering detection
method based on the cross-domain feature fusion in the
color domain and frequency domain. Because the high-
frequency band of the face implies the image fusion in-
formation during face tampering, we use flters with dy-
namic characteristics to flter the original image to get the
shallow frequency-domain cues. Moreover, we employ three
flter combinations to flter the residual maps and extract
deep frequency domain cues. In addition, we propose an
adaptive feature fusion module with gated convolutions [41]
to dynamically fuse the color domain and frequency domain
features. Tis module adaptively integrates the two domains
based on their relevance and importance in the fusion
process.

3.2. Wavelet Feature. Wavelet transform, similar to the
short-time Fourier transform, allows us to obtain the
time–frequency domain characteristics of an image and
perform localized analysis.Te short-time Fourier transform
achieves this by using “Windows” to decompose the image
into segments, performing the Fourier transform on each
segment and then concatenating them in the time domain.
However, this approach faces the challenge of selecting an
appropriate window size. Te window size needs to be fxed
within the signal period, making it difcult to represent the
characteristics of signals that exhibit rapid changes. In
contrast, wavelet transform utilizes a scale parameter to
decompose the image into diferent frequency resolutions,
enabling multiscale refnement of the image and achieving
dynamic frequency decomposition.

Within the wavelet transform family, there are over
a dozen functions to choose from. Although the Haar
wavelet transform is the most commonly used one, its
scaling function and wavelet function are discontinuous,
resulting in lower smoothness and higher computational

Composite frequency domain feature
extraction module

Wavelet domain feature

Residual frequency domain feature

Rgb feature

Color feature extraction module
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Figure 2: Te diagram of our cross-domain fusion network with one spacial and two frequency domain (CFNSFD) feature method. We
extract wavelet domain features, residual frequency domain features, and RGB features, respectively, while concatenating the frst two and
then fusing with the last one in adaptive feature fusion modules.
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cost. In contrast, the Daubechies wavelet transform [42]
exhibits better spectral response characteristics and lower
tail efects, allowing for improved diferentiation of diferent
frequencies. Daubechies wavelet has been proven to generate
accurate results and has excellent computational efciency
[43]. Compared with other wavelet transforms, Daubechies
wavelet transform has the following advantages: (1) or-
thogonality: Daubechies wavelet functions are orthogonal,
meaning that their analysis and synthesis functions are
mutually orthogonal. Orthogonality ensures the integrity of
information and allows for a complete reconstruction of the
original signal without the need for redundant information.
(2) compact support: Daubechies wavelet functions have
a compact support region, which allows them to better
localize signal features and thus capture signal discontinu-
ities and abrupt changes more efectively. (3) higher-order
continuity: Daubechies wavelet functions of diferent orders
have varying degrees of continuity. Higher-order Daube-
chies wavelet functions have greater continuity, which
makes them more suitable for smooth signal processing and
image processing. Terefore, we utilize the Daubechies
wavelet function as the basis function for the wavelet
transform.

From a mathematical perspective, wavelet transform is
performed by convolving a signal with a wavelet function.
Te Daubechies wavelet transform is defned by an integerN
and a set of wavelet flter coefcients
ai, i � 0, 1, 2, . . . , N − 1  through a two-scale relation as
follows:

ϕ(x) � 
N− 1

l�0
alϕ(2x − l),

ψ(x) � 

M− 1

l�0
blψ(2x − l).

(1)

In the equations, ϕ(x) represents the scaling function,
and (a0, a1, . . . , aN− 1) are the scaling coefcients. ψ(x) is the
wavelet function, and (b0, b1, . . . , bM− 1) are the wavelet co-
efcients. Te conditions that the coefcients al need to
satisfy can be found in [44]. We will have N orthonormality
conditions if we do a Daubechies wavelet transform with
order N. So, it is easy for us to get al from solving the A(w).

A(w) can be written as the following equation for the
guarantee of orthonormality [45]:

A(w) � C ·
1 + e− iw

2
 

2

· e
− iw

− (2 −
�
3

√
) , (2)

where C is a constant value. From solving equation (2), we
can get our coefcient such as four orders as follows:

h(0) �
1 +

�
3

√

4
�
2

√ � 0.4830,

h(1) �
3 +

�
3

√

4
�
2

√ � 0.8356,

h(2) �
3 −

�
3

√

4
�
2

√ � 0.2242,

h(4) �
1 −

�
3

√

4
�
2

√ � − 0.1294.

(3)

3.3. Residual Feature. In the shallow-frequency domain
feature extraction branch introduced in the previous section,
we utilized the Daubechies wavelet transform extractor
directly applied to the original input image. In this section,
we will take the residual image as the basic input. After
obtaining the residual map through the flter, we will use the
convolution-styled deep frequency domain feature extrac-
tion method to obtain the deep-frequency domain in-
formation of the image. Te deep- and shallow-frequency
domain features we mentioned here are diferent from the
high and low frequencies distinguished by the range of
frequency bands. We distinguish them based on the layer of
hidden space feature position and the feature space from
which we extract them.

It is not difcult to understand that the frequency fea-
tures extracted from the original image combined with color
refect the details of the face image, and the deep frequency-
based cues extracted from residuals refect the edge in-
formation of the face image. In face forgery, the mainstream
methods can be concluded as extracting a source facial
image, transferring the central area of the face to the target
image, making the target image look like the source one, and

Real

Fake

Spatial domain Frequency domain

Figure 3: Comparison of spatial and frequency domain of real and fake images.
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eliminating the mixed boundary by using various image
mixing postprocessing algorithms or the generation-
adversarial manner of GAN network. However, from
a higher dimensional perspective, the mixed boundary
cannot be completely eliminated. Terefore, in this branch,
we extract the residual map refecting the information of the
mixed boundary and then map the original narrow channel
information to the high-dimensional space according to the
residual map. We use a neural network with a pure con-
volution layer to obtain deep-frequency domain features for
the next stage of adaptive fusion.

In detailed implementation steps, we use the flter from
[46] to capture diferent types of dependencies among
neighboring pixels. Te advantage of the residual image is
that the image content is largely suppressed, allowing a more
compact and robust description. We form it as noise re-
siduals as follows:

Rij � Xij Nij  − cXij, (4)

where Xij is the value of the current pixel we calculate, and
Nij is the local neighborhood of pixel Xij. c is the dynamic
value according to the flter type. Xij is the prediction value
of X which is the neighbor domain of Xij. We chose three
diferent types of flters to get the residual image, as shown in
Figure 4. First, the image is convolved with Filter 1 to capture
the key edge features. Second, it is then convolved with Filter
2 to further enhance the texture. Next, it is convolved with
a second-order horizontal flter, Filter 3, to obtain the re-
sidual values that capture fne-grained details. Tese three
flters have been carefully selected to be the most efective
combination for our face tampering detection task.

Lastly, we truncate the calculated residual value in order
to curb the residual range and quantization to make the
residual more sensitive to the edge or discontinuity in the
image. Te quantifcation coefcient of the three flters is 4,
12, and 2 separately. We consider them according to the
central flter kernel’s values. We truncate the values using
HardTanh to curb the residuals between 0 and 1. Te ex-
pression of HardTanh is as follows:

HardTanh(x) �

+3, if x> + 3,

− 3, if x< − 3,

x, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(5)

3.4. Adaptive Fusion. After the previous steps, our method
extracts two types of features: the composite frequency
domain features obtained by combining the Daubechies
wavelet domain features and the residual frequency domain
features, as well as the color features of the image. In the
fusion stage, to prevent one feature from overpowering and
interfering with another feature, we do not simply add,
multiply, or concatenate the output features of each branch.
Instead, we use a fusion network to achieve adaptive feature
fusion. In the next section, the experimental analysis will
demonstrate that the fusion network proposed in this sec-
tion outperforms other simple feature fusion methods.

As shown in Figure 5, the feature fusion module has two
inputs: the composite frequency domain feature map
Fcomp ∈ RH×W×6 and the color feature map Frgb ∈ RH×W×C.
H × W represents the spatial dimensions, and C represents
the number of channels. First, the composite feature Fcomp
undergoes a 3× 3 convolution to transform it into a new
composite feature map with dimensions H×W×C. Ten,
one branch undergoes another 3×3 convolution to obtain
the feature map Rc, which is then added to the color feature
Frgb, resulting in the frst fusion feature map Frc of the dual
branch. Frc undergoes gated convolution and activation
function to obtain the adaptive map Fad with dimensions
H×W× 2C. Next, the adaptive map Fad is pixelwise mul-
tiplied with the composite feature Fcomp, which has un-
dergone gated convolution transformation, resulting in the
mixed feature map Fmixture with class attention-guided
mechanism, with dimensions H×W× 2C. Finally, the
mixed feature map Fmixture is added to the composite feature
Fcomp to obtain the output feature Fout, with dimensions
H×W× 2C. Tis output feature is then fed into the back-
bone network for end-to-end training.

Tis method utilizes gated convolution to ensure the
adaptive nature of the fusion module. In conventional
convolution operations, each pixel is treated equally.
However, in gated convolution, a learnable dynamic feature
selection mechanism is applied to all spatial positions in the
feature map. In deepfake detection for faces, the generated
face images undergo various preprocessing steps, such as
face image region extraction [47] and clipping. As a result,
the face region occupies the majority of the pixel area in the
image (over 90%). In addition, visual artifacts are often fxed
to key neighboring pixels, both in the spatial and frequency
domain. Terefore, this approach employs gated convolu-
tion to capture and localize these key pixels instead of
treating the entire feature map equally. Furthermore, Fcomp
and Frgb are used to localize the most discriminative regions
within the face.

In gated convolution, the specifc implementation is as
follows. First, the C input channels are mapped to a feature
latent space of dimension 2C. Half of the dimensions are
used as gates, while the other half are used as features.
Sigmoid and ReLU activation functions are applied to the
gates and features, respectively, to constrain their outputs.
Finally, a pointwise matrix multiplication is performed. Te
implementation is shown in the following equation:

outputy, x � Sigmoid   Wgates  · ReLU   Wfeatures .

(6)

Trough gated convolution, the method implements
a dynamic feature selection mechanism similar to attention
in the convolutional layers.

4. Experiments

In this section, we frst introduce the overall experimental
settings and then present adequate experimental results to
demonstrate the superiority of our approach.

6 International Journal of Intelligent Systems
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4.1. Datasets. Similar to most other methods of deepfake
detection, we conduct our experiments on the three bench-
mark public deepfake datasets: FaceForensics++ (FF++) [17],
Celeb-DF [48], UADFA [49], and DeepFake Detection (DFD)
[50]. All of them are large-scale datasets and contain pristine
and manipulated videos of human faces.

4.1.1. FaceForensics++. Faceforensics++ [17] is a large scale
and widely used public facial forgery database that consists
of 1000 real portrait videos and 1000 manipulated videos for
each manipulation type. Most real portrait videos are col-
lected from YouTube with the consent of the subjects. Each
real video is manipulated by four manipulation methods,
including DeepFake, FaceSwap, Face2Face, and Neu-
ralTexture. Output videos are developed with three quality
levels: raw, C23, and C40, corresponding to raw quality, low-
compression (high resolution) quality, and high-
compression (low resolution) quality, respectively. We fol-
lowed the previous work to partition the database to
compare it with other methods. For 1000 videos in each
subdatabase, we used 720 videos for training, 140 videos for
validation, and 140 videos for testing. We sampled 200–400
frames from each training video and 100 frames from each

validation and testing video. Our performance report was
implemented on C23 and C40 video quality.

4.1.2. Celeb-DF. Celeb-DF [48] is a new large scale and
challenging deepfake detection video database. Te Celeb-
DF database aims to generate fake videos of better visual
quality compared with the previous database. Tis database
contains 590 real videos extracted from YouTube, with
a variety of diversity. Tese videos exhibit an extensive range
of aspects, such as face sizes, lighting conditions, and
backgrounds. As for fake videos, a total of 5639 videos are
created swapping faces using DeepFake technology.Te fnal
videos are in MPEG4.0 format. We followed the set in
previous work to partition the database and when con-
structing the database, we ensured that the ratio of real and
forged categories is close to 1:1. We use the testing set
provided by the database itself, and we randomly selected
15% of the videos as a validation set, with the remaining 85%
for training.

4.1.3. UADFA. Te UADFA dataset [49] was released in
2018. It consists of 49 real videos and 49 manipulated videos,
each with a duration of approximately 11 s and a resolution
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Figure 4: Te flters we chose for getting residual images.
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of 294×500 pixels. It is the frst publicly available dataset in
the feld of deepfake detection, although it has a relatively
small scale. In this study, 35 videos from each category were
selected as the training set, 7 videos as the validation set, and
7 videos as the test set. Each video was randomly sampled to
extract 200 frames for analysis.

4.1.4. DFD. Te DFD dataset [50] is a widely used bench-
mark for evaluating deepfake detection algorithms. It was
released in 2019 by researchers from the University of
Albany and the University of Southern California. Te
dataset contains over 100,000 video clips, including both real
and deepfake samples. Te deepfake videos were generated
using state-of-the-art techniques such as FaceSwap and
Face2Face, covering a diverse range of subjects, poses, and
scenarios. Te dataset is designed to be challenging, with
subtle manipulations that can be difcult to detect, making it
a valuable resource for developing and assessing the ro-
bustness of deepfake detection models.

4.2. Implementation Details. Our model is trained in a su-
pervised manner, and it is an end-to-end model. We train
our model by minimizing the dual classifcation cross-
entropy loss function as follows:

L �
1
N



N

i

− yi · log pi(  + 1 − yi(  · log 1 − pi(  , (7)

where L represents the loss value, yi represents the true label
(0 or 1), pi represents the predicted probability by themodel,
and N represents the number of classes for classifcation
(which is 2 in this case).

In our experiment preparation, we use the facial iden-
tifcation tool MTCNN [51] to extract the facial area from
videos frame by frame and choose the image that has the
facial information with appropriate and consistent size with
hardly any occlusion. We slightly enlarged the face identi-
fcation boxing about 1.2 times to ensure that the whole face
is included in the cut input because our forged contour also
includes hair or ears. Te images are aligned and resized to
256 × 256 pixels.Te batch size is set to 64.We use the Adam
[52] optimization algorithm for optimizing with the learning
rate fxed to 0.0001. We trained our network for 32 epochs.
We applied various data augmentation techniques for our
datasets. Examples of data augmentation are shown in
Figure 6, including the original image, horizontal fip,
vertical fip, brightness change, hue change, and saturation
change. In the data normalization stage, we normalized the
distribution with a mean and standard deviation of 0.5. We
apply ACC and AUC (area under the ROC curve) as our
evaluation metrics to do a complete analysis of the exper-
imental results. ACC can help us to analyze the classifcation
ability of our model and AUC to comprehensively measure
the method efect of the classifcation threshold.

4.3. Experimental Results

4.3.1. In-Dataset Evaluation. We conducted extensive ex-
periments on the FaceForensics++ dataset to evaluate the

performance of our method. In this experiment, we trained
the network using the training set of the FaceForensics++
dataset and selected the model that achieved the highest
accuracy score on the validation set for testing. Te ex-
periment was conducted on three groups: the original
quality (C0), low compression quality (C23), and heavy
compression quality (C40). Te generalization ability of the
model was evaluated on multiple datasets, including the
ability to detect diferent types of manipulations and the
ability to generalize across diferent datasets.

Tables 1 and 2 present the ACC and AUC results for the
detection on the FaceForensics++ dataset [11, 55]. Tese are
classic methods in the feld of image forgery detection. In
both original quality and low-quality datasets, our method
shows a signifcant improvement in accuracy compared to
these two classic methods. In terms of overall performance,
our method outperforms the comparison methods signif-
cantly on both ACC and AUC evaluation metrics. However,
it is worth noting that we have also identifed some chal-
lenges when detecting DeepFake, a type of facial identity
replacement forgery. Nevertheless, our detection perfor-
mance still ranks within the top 4. Tis may be attributed to
the fact that DeepFake forgery techniques typically involve
advanced image generation and synthesis methods to
achieve identity replacement, so detection models need to
recognize fner details and inconsistencies.

For images of original quality, machine learning ap-
proaches that extract intrinsic attribute features from the
images generally exhibit better performance, achieving ac-
curacy rates of over 98% for detection in all four manipu-
lation types. Our proposed method achieves the highest
ACC accuracy on the Face2Face and FaceSwap datasets, as
well as the highest AUC accuracy across all four manipu-
lation datasets. In the low compression scenario, our method
achieves accuracies of 97.09% on the FaceSwap datasets,
ranking frst among all compared methods. However, it is
3.19% lower than Xception on the DeepFake dataset. In the
high compression dataset, our proposed method using
composite frequency domain features demonstrates signif-
icantly better experimental performance on the FaceSwap
and NeuralTexture datasets, achieving ACC of 88.43% and
93.38%, respectively, surpassing other methods. Te
abovementioned experiments demonstrate that the pro-
posed method using composite frequency domain features
still maintains good performance on compressed datasets,
achieving ACC of over 90% on most compressed datasets.

Furthermore, we evaluated our method on two addi-
tional well-known publicly available deepfake detection
datasets, Celeb-DF and UADFA, as shown in Table 3. We
trained the network using the training sets of the Celeb-DF
dataset and UADFA dataset, respectively, and tested the
model performance on the corresponding test sets of the two
datasets. Te data from the table indicate that our method
achieved a detection performance of over 90% on both of
these datasets. Particularly, on the UADFA dataset, which
has a smaller scale and relatively coarse manipulation
techniques, the method’s ability to detect deepfakes is en-
hanced due to the larger residual artifacts left behind. Tis
makes it easier for deep learning-based deepfake detection

8 International Journal of Intelligent Systems
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algorithms to identify them. As for Celeb-DF, which is
a high-resolution dataset generated using the DeepFake
technique, our method also demonstrates good detection
performance despite being a dataset generated using a single
manipulation technique.

4.3.2. Cross-Dataset Evaluation. Given the rapid advance-
ments in forgery generation techniques, it is crucial to de-
velop a detector that can accurately classify samples from
novel and previously unseen manipulation methods. To
simulate this scenario, we aim to train a detector using a set

Figure 6: Some of the data augmentation approaches implemented in our experiments.

Table 1: Te ACC performance (%) of our method and other classical deepfake detection methods on the FaceForensics++ dataset; the
compression intensity is C0, C23, and C40.

Method
C0 C23 C40

DP F2F FS NT DP F2F FS NT DP F2F FS NT
R2LD [53] 98.83 98.56 98.89 99.88 81.78 85.32 85.69 80.60 68.26 59.38 62.08 62.42
RMSD [46] 99.03 99.13 98.27 99.88 77.12 74.68 79.51 76.94 65.58 57.55 60.58 60.69
D-CNN [54] 98.03 98.96 98.94 96.06 82.16 93.48 92.51 75.18 73.25 62.33 67.08 62.59
MesoNet [11] 96.37 97.95 98.17 93.30 89.77 94.25 95.50 78.70 77.68 83.65 79.92 77.74
Xception [55] 98.31 97.75 97.10 96.45 95.15 97.07 95.96 87.99 83.70 87.21 83.17 87.90
SupCon [56] 99.11 96.57 81.57 98.22 95.46 96.17 73.56 90.38 86.02 65.81 52.63 90.38
ADD [35] 94.09 93.22 92.39 92.39 93.62 93.63 94.02 92.08 89.51 80.75 84.83 92.35
ETD [57] 98.89 97.56 98.86 94.97 94.99 97.24 96.70 93.21 88.46 80.97 84.50 80.56
Ours 98.80 99.16 98.94 96.96 91.96 97.21 97.09 92.17 81.51 76.18 88.43 93.38
Note: Te bold values mean the best results.

Table 2: Te AUC performance (%) of our method and other classical deepfake detection methods on the FaceForensics++ dataset; the
compression intensity is C0, C23, and C40.

Method
C0 C23 C40

DP F2F FS NT DP F2F FS NT DP F2F FS NT
MesoNet [11] 98.72 98.60 99.37 96.87 95.79 97.57 98.97 86.56 85.32 92.15 87.46 85.72
MesoInception [11] 98.82 98.90 99.48 97.14 94.07 96.87 98.30 83.25 83.75 90.47 94.03 83.03
Xception [55] 98.98 99.15 98.04 97.49 97.77 98.92 99.27 92.52 90.93 95.01 94.13 95.21
SupCon [56] 99.27 99.34 86.50 99.59 98.85 99.12 78.42 97.59 92.69 71.81 53.52 95.93
ADD [35] 98.28 98.13 97.58 94.96 97.80 97.35 98.03 94.70 96.15 88.44 84.83 97.91
Ours 99.47 99.79 99.67 99.41 97.62 99.27 99.40 97.73 89.72 84.61 95.16 98.30
Note: Te bold values mean the best results.

Table 3: Te ACC and AUC performance (%) of our method on the Celeb-DF and UADFA datasets.

Method
Celeb-DF UADFA

ACC AUC ACC AUC
Ours 96.33 99.25 100.00 99.99

International Journal of Intelligent Systems 9
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of knownmanipulated samples and evaluate its performance
on unfamiliar and unknown manipulation techniques. To
evaluate cross-dataset generalization, we trained on FF++
(all four methods) and tested on Celeb-DF and DFD. Te
experimental results are shown in Table 4. Our approach
achieved the best generalization performance on both the
Celeb-DF and DFD datasets, attaining accuracy rates of
82.70% and 89.35%, respectively. Tese results demonstrate
that our method consistently outperforms other approaches,
showcasing its superiority in terms of accuracy, which
provides promise for its performance on future improved
forgeries.

4.3.3. Ablation Study. In order to assess the contribution of
each module to the fnal experimental results, we in-
crementally added and removed our branch model blocks.
Te experimental results are shown in Table 5. We use
ResNet-34 as our backbone. Although the single shallow
frequency cues and residual cues sufer from a sharp decline,
when they are combined with the RGB cues branch, they can
get a better performance than the convention ResNet-34.
Finally, after fetching them together, we can get our best
model, which has an ACC of 93.27% and an AUC of 98.91%.
Te ablation experiments have substantiated the

efectiveness of our approach.While individual shallow-level
frequency domain features (wavelet frequency domain
features) and deep-level frequency domain features (residual
frequency domain features) may experience a signifcant
decline in performance, they still retain valuable in-
formation. When combined with RGB features, they com-
plement each other, enhancing the model’s robustness.
Simultaneously, RGB features to capture color and texture
information in the images, while shallow-level frequency
domain features and deep-level frequency domain features
provide crucial insights into image structure and variations.
Te integration of RGB features, shallow-level frequency
domain features, and deep-level frequency domain features
efectively introduces multiple sources of features, with each
source ofering unique insights into diferent aspects of
forged images. Tis diversity of features enables a more
comprehensive representation of image information, con-
tributing to improved detection performance.

In addition, to assess the efcacy of the gated convo-
lution within the adaptive fusion module, we conducted
experiments on the F2F (C23) dataset, evaluating the de-
tection results both with and without the gated convolution.
As shown in Table 6, the inclusion of the gated convolution
led to measurable improvements in the experimental out-
comes, with the ACC and AUC metrics increasing by 0.10%
and 0.23%, respectively. Tese results efectively demon-
strate the efectiveness of the gated convolution component.

5. Conclusion

In conclusion, the proliferation of deepfake technologies
poses a signifcant threat to the integrity and trustworthiness
of digital media. In this work, we have proposed a novel deep
learning-based approach, the CFNSFD features, to address
the critical challenge of deepfake detection. By compre-
hensively extracting color features in the spatial domain as
well as shallow- and deep-frequency domain features and
then adaptively fusing these complementary representa-
tions, our method is able to capture a rich set of forgery cues
that are highly discriminative for distinguishing fake con-
tent. Te superior performance of our method, demon-
strated through extensive experiments on benchmark
datasets, underscores the importance of leveraging both
spatial and frequency-based information for robust deepfake
detection. As deepfake generation techniques continue to
evolve, maintaining the trustworthiness of digital media will
remain a crucial societal and technological imperative. Our
work represents an important step forward in this direction,
providing a strong foundation for future research on gen-
eralized and reliable deepfake detection.

Data Availability Statement

Te data that support the fndings of this study are available
from the corresponding author upon reasonable request.

Conflicts of Interest

Te authors declare no conficts of interest.

Table 4: Cross-dataset generalization. Te ACC performance (%)
on the Celeb-DF and DFD datasets when trained on the FF++
dataset.

Training dataset Method
Testing dataset

Celeb-DF DFD

FF++

Xception [55] 79.54 66.81
F3Net [7] 77.69 88.36
ETD [57] 80.66 85.18
SBI [58] 63.77 72.04

MADD [59] 82.68 86.56
QAD [60] 81.93 85.10
RECCE [61] 80.12 87.98

Ours 82.70 89.35
Note: Te bold values mean the best results.

Table 5: Ablation study results.

Method ACC AUC
ResNet-34 90.59 94.98
ResNet-34 + shallow frequency cues 77.25 83.61
ResNet-34 +RGB cues + shallow frequency cues 92.58 96.62
ResNet-34 + deep frequency cues 62.50 66.74
ResNet-34 +RGB cues + deep frequency cues 89.35 93.96
Ours 93.27 98.91
Note: Te bold values mean the best results.

Table 6: Experimental results for the efect of gated convolution
within the adaptive fusion module.

Method ACC AUC
w/o gated convolution 97.11 99.04
w/gated convolution (ours) 97.21 99.27
Note: Te bold values mean the best results.
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