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Abstract
Source camera identification, which means identifying the camera source of a given image,
has become one of the most important branches of digital image forensics. In order to
improve the detection accuracy, the feature dimensions used in existing methods are increas-
ing, and consequently Support Vector Machine (SVM) seems no longer applicable. In this
paper, an ensemble classifier is introduced into to source camera identification, which uses
the fusion features to capture software-related, hardware-related, and statistical character-
istics left on the images by digital camera. Experimental results indicate that the proposed
method can achieve near 100% accuracy for camera brand and model identification, and
also outperforms the baseline methods in identifying different camera individuals.

Keywords Source camera identification · Ensemble classifier · Fusion features

1 Introduction

With the development of Internet technologies and the increasing popularization of digital
cameras, digital image has become one of the main communication modes, which greatly
promotes the development of society and facilitates the people’s lives. However, with the
emergence of a variety of powerful image editing software, people can use these software
to tamper and fake the images arbitrarily, which makes the authentication and verification
of a given digital content become vital. And as a silent witness, digital images have played
an important role in forensic evidence and criminal investigation. Therefore, the study of
digital image forensics technology is of great significance to social stability and justice.

According to whether the information is embedded in advance, digital image forensics
can be divided into passive image forensics and active image forensics. Active image foren-
sics embeds the identification information, i.e. digital watermarking, into the original image
in advance, and uses the information to determine whether the image content has been mod-
ified [25]. Image passive forensics only uses the test image itself, without access to the
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original information related to the image. Digital image forensics can also be divided into
source camera identification, forgery detection [34, 35] and steganalysis [19, 36] accord-
ing to its purpose. This paper focuses on blind-passive source camera identification, which
aims to identify the source cameras of the given images. Further, digital image source
identification includes three aspects:

1) The device-based identification: For a digital image, it is necessary to first identify
the device type that generates the image. The common types of imaging devices include
digital cameras, mobile phones, scanners, and computers.

2) The model-based identification: For imaging devices such as digital cameras, mobile
phones and scanners, there are a wide variety of device manufacturers and models. There-
fore, after determining the type of imaging device, identification and acquisition of its
collection equipment model is an important part of digital image source identification.

3) The camera individual based identification: In some cases, it is important to identify
the different device individuals of the same brand and model. For example, the forensic
party has to identify certain device individual of a given image to determine whether it
really comes from the digital camera held by a suspect.

2 Related work

Most of the state-of-art methods can be categorized into the following three classes: the
methods based on the inherent characteristics of hardware caused by defects in manufac-
turing processes, the methods based on the software-related characteristics left by different
image processing algorithms, the methods based on image statistical features.

(1) Intrinsic hardware characteristics.

The cameras inevitably have some internal imperfections because of the limitations of
manufacturing process and the materials used. Lukas et al. [17] pioneered a source camera
identification method based on sensor pattern noise in 2006. Sensor pattern noise, which
is mainly composed of fixed pattern noise (FPN) and photo-response non-uniformity noise
(PRNU), is caused by the inhomogeneity of the image sensor and the defects of the sen-
sor manufacturing process. The main component of sensor pattern noise is photo-response
non-uniformity noise, which was found to be one of the distinctive characteristics to iden-
tify the images captured from different cameras [12]. In [17], the given images firstly were
denoised using wavelet filter, which was presented by Mhak [21]. Then the residual noise
images can be obtained by subtracting the denoised images from the original images, the
main component of which is the pattern noise. In order to judge the source of the given
images, it is necessary to calculate the correlation between pattern noise of the images
and the reference pattern noise of different cameras, where the reference pattern noise can
be obtained by calculating the average of the multiple residual noise images taken by the
camera. Finally, the camera with the highest correlation is the source of the test images.
Although the method is simple and effective, it heavily relies on the purity of the extracted
pattern noise. Unfortunately the pattern noise is generally affected by image content, JPEG
compression, random noise and other factors. To solve this problem, many researchers have
proposed different methods to obtain more accurate pattern noise. A method was proposed
to enhance the pattern noise by weighting the noise components to reduce the interference
of the scene information [15]. Kang et al. [13] enhanced source camera identification per-
formance with a camera reference phase sensor. Chan et al. [5] proposed a method based
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on confidence map and pixel-based weighted correlation to get pure pattern noise. Wu et al.
[32] proposed a spatial adaptive noise reduction method based on wavelet transform. In this
work, the effect of spatial complexity on pattern noise was considered to reduce the effect
of content information on the extracted pattern noise and the experimental results proved
that the method achieves better performance compared to other existing methods. However,
since JPEG compression will affect the correlation between pattern noise and reference pat-
tern noise, the method based on pattern noise correlation is not robust to the images after
JPEG compression. Besides, in order to calculate the reference pattern noise of the tested
camera, it is essential to obtain a large number of flat images taken by the camera, which
is very difficult in most cases. Therefore Akshatha et al. [1] proposed a novel source cam-
era identification method based on PRNU feature. After the pattern noise was obtained by
using the method [32], the high frequency wavelet coefficients of the residual noise image
were extracted to compose the feature vectors for classification. Experiments show that the
method has a higher accuracy even if the test images are JPEG compressed. In addition to
using sensor pattern noise, other hardware characteristics of the camera can also be used
for source camera identification. Choi et al. [26] used the intrinsic lens radial distortion and
Van et al. [30] used chromatic aberration to identify the source camera of the given images.

(2) Software-related characteristics.

In addition to the inherent hardware characteristics of the camera, the software-related
characteristics left in images in the process of image processing also can be used for source
camera identification. When the camera shutter is pressed, the natural light gathers to the
optical sensor through the lens and optical filter for imaging, and then a series of image
processing algorithms are carried out to obtain the output image. The common image
processing algorithms are color filter array (CFA) interpolation algorithm, white balance,
camera response function, JPEG compression and so on. Any camera model has a unique
image processing algorithm, even if the cameras made by same manufacturer do not have
the same image processing algorithms and algorithm parameters. Therefore, it is possible
to identify the source camera using the traces left by camera image processing algorithms.
Among these methods, the most widely used are the algorithms based on CFA interpola-
tion. Because of the high cost of production, most of the consumer-level digital cameras
use a single sensor, which can only get a single color image. In order to obtain a color
image, it is necessary for each camera to carry out the CFA interpolation. However, the
CFA interpolation algorithms used by different camera manufacturers are generally differ-
ent, so the traces left by different interpolation algorithms can be used to identify source
camera. This idea was first proposed by Bayram et al. [3]. The basic idea of this method is
that the CFA interpolation kernel and the interpolation algorithm are different for different
camera, which will make the related structure of the spatial pixel values different. Then, the
Expectation-Maximization (EM) algorithm is used to extract the peak location, magnitudes
and the image weighting coefficients in the spectrum as the eigenvectors. Finally, these
features are sent to the SVM to get the results. Since severe compression will destroy the
spatial correlation properties between pixels caused by CFA interpolation, the method can
not apply to severely compressed images. In order to solve the problem, Bayram improved
the method [27] by extracting the periodicity of the second-order derivatives. Long et al.
[16] proposed a second-order model based on pixel correlation, and then estimated the CFA
interpolation coefficients for each color channel and sent them to the BP neural network
for classification. In [28], the interpolation coefficients of small blocks were estimated by
texture classification and linear approximation, and then the CFA pattern of digital cam-
era with minimum interpolation error was obtained. Although the methods based on CFA
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interpolation have achieved good results, these methods have some limitations. First of all,
the complexity of these methods is usually high, which is time-consuming. Secondly, these
methods are not suitable for severely compressed images. Many researchers have also pro-
posed source camera identification methods based on other software-related characteristics.
For example, Swaminathan et al. proposed a method based on white balance [29], in which,
the white balance parameters are estimated as features of the source camera identification.
Hany Farid et al. [7] proposed a method based on the blind inverse gamma correction.

(3) Image statistical characteristics.

As mentioned above, even if the image signal acquisition and internal processing pro-
cess of digital camera system are basically the same, different digital camera algorithms and
parameters design will make the image statistical characteristics different, which can turn
the identification problem into a simple feature classification problem. Kharrazi et al. [14]
proposed a blind source camera identification method based on features in 2004, which is
one of the first papers to focus on differences in statistical characteristics of images taken
by different cameras rather than the specific camera artifacts. The 34-dimensional features
that can reflect the characteristics of the internal signal processing process of digital cam-
eras were used in this method. These features were consisted of average pixel value, color
channel correlation, energy ratio, Image Quality Metrics (IQM) (firstly proposed in [2]) and
so on, and then were fed to a SVM classifier for classification. Xu et al. [33] proposed a
source camera identification method based on the texture features, which mainly refer to
Local Binary Pattern (LBP) features and Local Phase Quantization (LPQ) features. Ojala
et al. [22] first proposed the LBP operator to describe the local texture of the image, which
has many advantages such as rotation invariance, gray scale invariance, and so on. The LPQ
operator was first presented by Ojansivu et al. [23] to classify the blur and insensitive texture
images. In [33], the original images were denoised to obtain the residual noise images, and
the contourlet transformation was performed on the residual noise images. Finally, the LBP
features and LPQ features were extracted from original images, the residual noise images,
and the contourlet transformation, respectively and were fed to a SVM classifier for source
camera identification. The experimental results shown that the combination of LBP and
LPQ features can achieve higher accuracy and more robust than single feature. Francesco
et al. [20] studied the co-occurrences based local features, which were proposed originally
for steganalysis, and used them to train a classifier to identify source camera.

From the brief review above, it can be seen that more and more methods select high-
dimensional features or fusion features for source camera identification to improve the
detection accuracy. The superiority of the feature fusion is obvious. Different features
extracted from the test image always can capture the different characteristics left by the cam-
era. By combining these different features, more available discriminant information can be
used, which is important for classification. Most of the existing algorithms based on fusion
features selected a variety of image statistical features such as color features, Image Quality
Matrices, LBP and Co-occurrence Matrix to form the feature set for training. These meth-
ods, however, can not effectively identify different camera individuals of the same model. In
this paper, we propose a source camera identification method based on fusion features. We
believe that the use of fusion features can capture more traces left in the captured images,
which can get higher detection accuracy. Besides, most of the existing source camera iden-
tification methods are based on SVM classifier. Although this classifier is convenient and
its detection accuracy is high, the complexity of the SVM classifier increases with the fea-
ture dimensionality and the size of training set, which is time-consuming. In this paper, we
extract high-dimensional feature set to get a high accuracy, in which case, SVM classifier
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seems no longer appropriate. Inspired by [8], in the paper, the features extracted are fed to
the ensemble classifier implemented as random forest to achieve higher accuracy with less time.

The rest of the paper is as follows. The proposed method and features used in this
paper will be described in detail in Section 3. A large number of comparative experiments
will be carried out to verify the performance of the method in Section 4. The last are the
conclusions.

3 Proposedmethod

According to the above analysis, in this section we propose a source camera identification
method based on fusion features, which can capture software-related, hardware-related and
statistical characteristics left by different cameras. The fusion features used in this paper
are composed of CFA features, HOWS features, LBP, LPQ features and co-occurrence
matrix features. Firstly, CFA features can capture artifacts left by different CFA interpola-
tion algorithms and have been widely used in source camera identification. The methods
based on artifacts left by other post-processing operations such as JPEG compression, white
balance, etc. are not mature enough. Therefore CFA features are selected in this paper to
extract software-related artifacts. Secondly, LBP features, LPQ features and co-occurrence
matrix features are all image texture features, which can be obtained by counting the rela-
tionship between adjacent pixels, but they are different from each other. LBP features and
LPQ features describe the relationship between neighboring pixel size and center pixel
size in the spatial domain and frequency domain respectively, while co-occurrence matrix
features describe the histogram information of four adjacent pixels in the horizontal and
vertical directions. The statistical calculation of adjacent pixels makes these texture features
robust to noise. Therefore, these three different texture features are combined in this paper
to extract image statistical characteristics. In addition, capturing camera-specific hardware
characteristics is essential for the feature set used to improve the detection accuracy for dif-
ferent camera individuals of the same brand. In this paper, a high-order statistical model
based on wavelet decomposition, HOWS is extracted from the PRNU to form the com-
plete feature set because of its better performance than the basic statistical features, such as
color features and IQM features [11]. The proposed method can be divided into two parts:
fusion features extraction and classification. Firstly, the hardware-related features, software-
related features and image-related features are extracted from the given images. Then, these
extracted features are fused into the ensemble classifiers to train a model to identify the
source camera. Next, I will introduce the features used and their extraction process in detail.

3.1 Feature set

In this paper, the hardware-related features mainly refer to the higher order wavelet statis-
tics (HOW) features based on PRNU noise, the software-related features mainly refer to
the CFA features and the image-related features are consisted of three different image
texture features. These features are extracted to form a 3410-dimensional feature set for
classification.

3.1.1 HOWS features based on PRNU noise

Photo response non-uniformity (PRNU) noise is the main component of the pattern noise,
and it is impossible for different cameras to have the same PRNU noise. Therefore, the
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statistical features of PRNU noise have strong resolving capability for images captured by
different cameras. Higher order wavelet statistics (HOWS) is a statistical model for the
analysis of natural images based on the multi-scale wavelet decomposition, which was first
proposed by Lyu et al. [18]. In this paper, we extract the HOWS features of PRNU noise
to capture the traces left by inherent hardware characteristics of different cameras. The
extraction process of the features is mainly composed of the following parts: PRNU noise
estimation and feature extraction. The block diagram of the process is shown in Fig. 1.

The most important part of this process is PRNU noise estimation. Firstly, the given
images are denoised using a wavelet-based filter, which was first proposed by Celiktutan in
work [4]. In this paper, the script provided by Binghampton University is used to denoise
the given images, which can reduce the influence of image scene information on PRNU
noise get the better estimation of PRNU noise. The acquisition of residual noise images can
be represented by the following formula:

I k
noise = I k − I k

denoised (1)

where I k represents the original images, I k
denoised represents the images after wavelet

denoising and I k
noise denotes the residual noise images, the main component of which is

PRNU noise.
Then the HOWS features are extracted to capture the statistical characteristics of PRNU

noise existing in pattern noise. The process of HOWS features extraction is shown in Fig. 2.
For the residual noise images, the multi-scale wavelet decomposition is carried out for

each color channel by Quadrature Mirror Filters (QMF), so that the frequency space can
be divided into horizontal (LH), vertical (HL) and diagonal (HH) sub-band at each level.
Then the statistical characteristics such as skewness, means, variance and kurtosis of each
sub-band coefficients are calculated to form the HOWS features.

In this work, three-levels wavelet decomposition is carried out, and nine sub-bands are
obtained, which brings about 108-dimensional HOWS features.

3.1.2 LBP, LPQ features

Texture is an important visual clue, which widely exists in images and is hard to describe.
Image texture features can be divided into many kinds, such as local binary pattern (LBP),
local phase quantization (LPQ), co-occurrence matrix and so on. As one of the image sta-
tistical features, the image texture features can be used to identify the source camera and
achieve high accuracy [33]. In this section, the LBP features and LPQ features are extracted
as part of the fusion features. LBP features, LPQ features, and their extraction method are
briefly described below.

LBP operator was first proposed by Ojala et al. [22] to describe the local texture features
of the images, which has many advantages such as rotation invariance, gray scale invariance,
etc. The original LBP operator is defined in a 3 × 3 window, where the center pixel is the
threshold and then compare the surrounding pixels with the threshold. If the surrounding
pixel value is greater than the threshold, the position of the pixel is marked as 1, otherwise

Fig. 1 The block diagram of feature extraction
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Fig. 2 The block diagram of HOWS computation

0. In this way, a string of 8-bit binary number can be obtained, which is the LBP value of
the center pixels. The encoding process is shown in Fig. 3.

The LPQ operator was first presented by Ojansivu et al. [23] to classify the blur and
insensitive texture images and it has the following characteristics: (1) preferable ability of
classification for blur-insensitive image; (2) ideal rotational invariance. These characteris-
tics make the LPQ operator have good robustness, which is important for source camera
identification. In the process of image processing, the spatial ambiguity is usually expressed
by the convolution between the image intensity and the point spread function (PSF), which
can be expressed by the formula G = O · H in the frequency domain. Where G is the
Discrete Fourier Transforms (DFT) of fuzzy image, O is the original image, H is the point
spread function (PSF). The LPQ operator can be obtained by quantifying the phase spectrum
of DFT.

For example, the 2-dimensional DFT of the image f (x) can be expressed by the
following formula:

F (u, x) =
∑

y∈Nx

f (x − y)e−j2πuTy (2)

where u is the frequency. The Fourier coefficients of the following four frequency points
are calculated separately: u1 = [a, 0]T , u2 = [0, a]T , u3 = [a, a]T , u4 = [a, −a]T . Then
the real parts and imaginary parts of the Fourier coefficients can be quantized:

qj =
{
1, gj ≥ 0
0, gj < 2

(3)

where gj represents the j -th part of G(x) = [Re{F(x)}, Im{F(x)}]. Then the LPQ operator
can be obtained:

fLPQ(x) =
8∑

j=1

qj2
j−1 (4)

Fig. 3 The encoding process of LBP
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Firstly, the original images are denoised to obtain the residual noise images, and then
the contourlet transformation is performed on the residual noise images. The reason for
selecting contourlet transform is that the features obtained from contourlet transformation
generally perform better than the features obtained from wavelet transformation due to the
diversity of directions [24]. Finally, the LBP features and LPQ features are extracted from
the original images, the residual noise images, and the contourlet transformation, respec-
tively. The eigenvector is extracted from H and V color channels, which has been proved
to have a better performance in [33]. The final eigenvector includes 708-dimensional LBP
features and 236-dimensional LPQ features.

3.1.3 CFA features

CFA interpolation is a very important part of the imaging process, the interpolation algo-
rithm also directly affects the statistical characteristics of digital images. Since the different
CFA interpolation algorithms are used by different brands of cameras, CFA features are an
important part of the feature set used. In this paper, the method based on covariance matrix
proposed in our previous work [31] is used to estimate the CFA interpolation coefficients.
Taking the G color channel as an example, the estimation process of CFA interpolation
coefficients is as follows. In the (2k + 1) × (2k + 1)-neighborhood, (m, n) is the position
of the point to be interpolated. The general model of CFA interpolation can be expressed
as:

Gm,n =
k∑

i=−k

k∑

j=−k

a
g
i,j gm+i,n+j

∣∣∣ag
0,0=0 +

k∑

i=−k

k∑

j=−k

ar
i,j rm+i,n+j +

k∑

i=−k

k∑

j=−k

ab
i,j bm+i,n+j

(5)
where a

g
i,j , ar

i,j and ab
i,j represent the weight coefficient of interpolation, respectively. g,

r and b represent the pixel values of the green, red and blue channels, respectively. For
N pixels to be interpolated, the raster line scanning are carried out on all pixels in the
neighborhood, then the formula (5) can be represented by the following vector:

(
G1 G2 · · · GN

)T =

⎛

⎜⎜⎜⎜⎝

a
g

1g1
1 + · · · + a

g

(2k+1)2−1
g1

(2k+1)2−1
a

g

1g2
1 + · · · + a

g

(2k+1)2−1
g2

(2k+1)2−1
...

a
g

1gN
1 + · · · + a

g

(2k+1)2−1
gN

(2k+1)2−1

⎞

⎟⎟⎟⎟⎠

+

⎛

⎜⎜⎜⎜⎝

ar
1r

1
1 + · · · + ar

(2k+1)2
r1
(2k+1)2

ar
1r

2
1 + · · · + ar

(2k+1)2
r2
(2k+1)2

...
ar
1r

N
1 + · · · + ar

(2k+1)2
rN

(2k+1)2

⎞

⎟⎟⎟⎟⎠

+

⎛

⎜⎜⎜⎜⎜⎝

ab
1b

1
1 + · · · + ar

(2k+1)2
b1
(2k+1)2

ab
1b

2
1 + · · · + ar

(2k+1)2
b2
(2k+1)2

...
ab
1b

N
1 + · · · + ar

(2k+1)2
bN

(2k+1)2

⎞

⎟⎟⎟⎟⎟⎠
(6)
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where gt
s represents the s-th G-channel coefficients of the raster scanning performed on the

neighborhood of the t-th pixel to be interpolated, and the definition of rt
s and bt

s are similar
to gt

s . The formula (6) also can be expressed as:

(
G1 · · ·GN

)T = a
g

1

(
g1
1 · · · gN

1

)T + · · · + a
g

(2k+1)2−1

⎛

⎜⎜⎝

g1
(2k+1)2−1

...
gN

(2k+1)2−1

⎞

⎟⎟⎠

+ar
1

⎛

⎜⎝
r11
...

rN
1

⎞

⎟⎠ + · · · + ar

(2k+1)2

⎛

⎜⎜⎝

r1
(2k+1)2

...
rN

(2k+1)2

⎞

⎟⎟⎠

+ab
1

⎛

⎜⎝
b11
...

bN
1

⎞

⎟⎠ + · · · + ab

(2k+1)2

⎛

⎜⎜⎝

b1
(2k+1)2

...
bN

(2k+1)2

⎞

⎟⎟⎠ (7)

G = a
g

1g1 + · · · + a
g

(2k+1)2−1
g(2k+1)2−1 + ar

1r1 + · · · + ar

(2k+1)2
r(2k+1)2

+ab
1b1 + · · · + ab

(2k+1)2
b(2k+1)2 (8)

where gi , ri and bi represent the vectors that consists of the pixels in the fixed scan positions
of G, R and B channels respectively. Theoretically, 3 × (2k + 1)2 − 1 pixels in the same
channel can be used to establish the equations to solve 3 × (2k + 1)2 − 1 interpolation
coefficients. However, due to the diversity of the digital image content, the influence of other
subsystems in the imaging process and the lossy compression in the image post-processing,
there will be inevitable errors in the CFA interpolation coefficient estimation. Therefore the
formula (8) can be modified as:

G = a
g

1g1 + · · · + a
g

(2k+1)2−1
g(2k+1)2−1 + ar

1r1 + · · · + ar

(2k+1)2
r(2k+1)2

+ab
1b1 + · · · + ab

(2k+1)2
b(2k+1)2 + ε (9)

where ε is the interference term vector in the interpolation process. Considering the robust-
ness and stability of the results, the covariance is used to establish the equations. According
to the homogeneity of covariance, the following formula can be obtained:

⎛

⎜⎜⎜⎜⎝

cov
(
G, g1

)

cov
(
G, g2

)

...

cov
(

G, g(2k+1)2−1

)

⎞

⎟⎟⎟⎟⎠
=

⎛

⎜⎜⎜⎜⎜⎜⎝

a
g

1 cov
(
g1, g1

) + · · · + a
g

(2k+1)2−1
cov

(
g(2k+1)2−1, g1

)

a
g

1 cov
(
g1, g2

) + · · · + a
g

(2k+1)2−1
cov

(
g(2k+1)2−1, g2

)

...

a
g

1 cov
(

g1, g(2k+1)2−1

)
+ · · · + a

g

(2k+1)2−1
cov

(
g(2k+1)2−1, g(2k+1)2−1

)

⎞

⎟⎟⎟⎟⎟⎟⎠

(10)
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Finally, the estimation of the interpolation weight coefficient ag can be expressed as:

(
a

g

1 a
g

2 · · · ag

(2k+1)2−1

)T

=

⎛

⎜⎜⎜⎜⎜⎜⎝

cov
(
g1, g1

)
cov

(
g2, g1

) · · · cov
(

g(2k+1)2−1, g1
)

cov
(
g1, g2

)
cov

(
g2, g2

) · · · cov
(

g(2k+1)2−1, g2
)

...
. . .

. . .
...

cov
(

g1, g(2k+1)2−1

)
cov

(
g2, g(2k+1)2−1

)
· · · cov

(
g(2k+1)2−1, g(2k+1)2−1

)

⎞

⎟⎟⎟⎟⎟⎟⎠

−1

×

⎛

⎜⎜⎜⎜⎝

cov
(
G, g1

)

cov
(
G, g2

)

...

cov
(

G, g(2k+1)2−1

)

⎞

⎟⎟⎟⎟⎠

(11)
The estimation of the weight coefficient ar , ab of neighborhood pixels in R and B chan-

nels can be obtained by a similar way. In this paper, we fix k = 3. So the number of
interpolation coefficients to be estimated for each color channel is (2 × 3 + 1)2 − 1 = 48.
Since Bayer CFA is the most popular CFA model at present, we uses it as the analytical
model. According to the basic structure of 2 × 2 Bayer CFA, we estimate the interpolation
coefficients of the following 5 kinds of interpolation points: G interpolation coefficients of
R and B sampling points and R, B interpolation coefficients of two different G sampling
points in Bayer CFA, so that 48 × 5 = 240 interpolation coefficients can be obtained. In
order to capture more discriminant information of the CFA interpolation coefficient estima-
tion, the variance of the estimation is also taken as another group of features. Therefore, a
total of 480-dimensional CFA features are extracted in this paper.

3.1.4 Co-occurrence matrix features

Co-occurrence matrix features were proposed originally by Jessica et al. for steganalysis
in [9], which is based on co-occurrences of residual image. The local features extracted
from the neighborhood of the pixel of the images play an important role in source camera
identification. In [20], the co-occurrence was computed on residual image as discriminative
features for classification and a series of experiments had proved the feasibility of the fea-
ture. In this paper, the co-occurrence based local features are extracted to form the feature
set. The extraction process can be divided into the following steps: calculation of residuals,
quantization and truncation, calculation of co-occurrence [20]. In the following, the each
step of the extraction process will be described in detail.

1) Calculation of residuals.

Image residuals are widely used in most existing methods of source camera identifica-
tion. In fact, by doing so, the impact of image content on the results will be minimized,
which make it easier to detect artifacts. In work [9], many linear and non-linear filters have
been proposed to calculate the image residuals, and each filter is named according to its
own construction. The naming rule of these filters are as follows:

name = {type} {f } {σ } {scan} (12)
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where type is the filter type, which can be spam and minmax, spam refers to the linear filter
and minmax is a combination of minimun and maximum operators, f denotes the number
of filters, σ is the index of symmetry, and scan is the direction of filters used, which can
be h (horizontal), v (vertical) and so on. For example, spam12hv denotes a high-pass filter
consisting of a SPAM type filter with a symmetry index of 2 and two scanning directions:
horizontal and vertical. Among these filters, we can select some filters to calculate the image
residuals for the source camera identification, such as second order, third order linear filter
and minmax filter. The calculation of the residuals using high-pass filters is as follows:

ri,j = x̂i,j (Nij ) − cxi,j (13)

where c is the residual order, xi,j denotes the pixel value of the image, Nij denotes the local
neighborhood of xi,j and x̂i,j (�) denotes the predictor of cxi,j . For example, the calculation
of the residuals for second order filter is as follows:

rh
i,j = xi,j−1 − 2xi,j + xi,j+1 (14)

rv
i,j = xi−1,j − 2xi,j + xi+1,j (15)

where rh
i,j denotes the residual image corresponding to the horizontal direction, rv

i,j denotes

the residual image corresponding to the vertical direction. However, due to symmetry, rh
i,j

and rv
i,j have the same statistical properties [9], so they can be concatenated in residual r to

simplify the method.

2) Quantization and truncation.

In order to reduce the dynamic range of the image residuals and obtain feasible co-
occurrence matrices, it is necessary to quantize and truncate on the image residuals as shown
below:

r̂i,j = truncT (round(
ri,j

q
)) (16)

where q > 0 is the quantization step and truncT is the truncation function, which is defined
as:

truncT =
{

x |x| ≤ T

sign(x) · T |x| > T
(17)

3) Calculation of co-occurrences.

Then the co-occurrences can be obtained by the following formula:

Ch(k0, k1, k2, k3) =
∑

i,j

I (r̂i,j = k0, r̂i,j+1 = k1, r̂i,j+2 = k2, r̂i,j+3 = k3) (18)

Cv(k0, k1, k2, k3) =
∑

i,j

I (r̂i,j = k0, r̂i+1,j = k1, r̂i+2,j = k2, r̂i+3,j = k3) (19)

where k0, k1, k2, k3 ∈ {−T , ..., T } and we set T = 2 in this work. I (X) is the function of
event X, and defined as:

I (X) =
{
1 true

0 f alse
(20)

The co-occurrence matrix features are calculated on each color channel (R, G and B) of
the images, respectively. For horizontal co-occurrence Ch and vertical co-occurrence Cv,
each co-occurrence have 625 elements, which can be reduced to 313 because of the symme-
try. The residual calculation of other filters is similar to the second order filter s2 spam12hv,
and we only consider the residuals obtained from s2 spam12hv in this paper. So the final
feature dimension is 3 × 2 × 313 = 1878.
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3.2 Ensemble classifier

As mentioned above, the most accurate source camera identification methods are built
as supervised classifiers on the features extracted from the images, where support vector
machine (SVM) seems to be the most popular choice. This is due to the fact that SVM is a
classification model based on statistical learning theory and has good generalization ability.
However, with the increase of the feature dimension and the training samples, the training
time of SVM will be greatly increased because the training complexity of SVM is directly
proportional to the square of the product of the training samples and the feature dimen-
sion [8]. In this paper, a high dimensional feature set is extracted to improve the detection
accuracy, in which case the use of SVM is time-consuming. Inspired by [8], the ensem-
ble classifier instead of SVM is used in this paper to get a high detect accuracy with less
time. The main idea of the ensemble classifier is to combine the base classifiers, which have
the independent decision-making ability. The conceptual diagram of the ensemble classifier
is shown in Fig. 4. The ensemble classifier proposed is composed of many base learners,
which can save training time. For a sample of test set, the final result is obtained by fusing
the result of each base learner. The ensemble learning strategy can work only if each base
learner has the sufficient diversity. In order to increase the diversity of each base learner,
two strategies are used in this paper.

Firstly, for a given dataset D with M samples, we sample it to generate another dataset
D

′
: We randomly select a sample from D, put a copy of it into D

′
, and then put the sample

back into the original datasetD, so that the sample can still be acquired at the next sampling.
This process is repeated M times, then you can get a dataset D

′
containing M samples.

This strategy called ’bootstrap sampling’ is first proposed in work [6]. Suppose the number
of base learners is T . The process of bootstrap sampling will be repeated T times on the
whole training set to generate the different training sets for each base learner, and by doing
so, the diversity of each base learner will be increased. This strategy called ’bagging’ is
the most famous representative of parallel ensemble learning methods. Since each base
learner uses only about 63.2% of the samples in the whole training set, the remaining 36.8%
of the samples can be used as test set to estimate the generalization performance of base
learners, which is known as ’out-of-bag’ (OOB) estimate. The OOB estimate will plays an
important role in the selection of optimal parameters, which will be introduced later. The
OOB estimate can be expressed as:

Eoob = 1

|D|
∑

(x,y)∈D

I (Hoob(x) �= y) (21)

where D = {(x1, y1), (x2, y2), ..., (xm, ym)} is the whole training set and x, y represent the
features and labels, respectively. |D| represents the number of elements in set D. I (a) is the

Fig. 4 Diagram of the ensemble classifier
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index function of event a, equal to 1 if a is true and 0 otherwise. Hoob(x) is the prediction
of the base learners that do not use x for training and can be expressed as:

Hoob(x) = argmax
y∈Y

T∑

t=1

I (ht (x) = y)·I (x /∈ D
′
) (22)

where y is the set of training set labels, ht (x) represents the prediction of the t base learner.
Secondly, in order to further increase the diversity of base learners, the original feature

space is randomly divided into various subspaces with the same dimension dsub, which are
used to train the base learners to get the models for classification. The difference between
the training samples and the feature space used by the base learners can make the base
learner be diverse enough to ensure the effectiveness of the ensemble learning. In [8], the
Fisher Linear Discriminant (FLD) was selected as base learner to solve binary classifi-
cation problem because of its low complexity. However, the training complexity of FLD
greatly increases when dealing with the multi-classification problem. In order to reduce the
training complexity of the ensemble classifier, we choose the decision tree as the base clas-
sifiers. The decision tree can randomly select a small set of the original attribute as splitting
attribute, which brings additional diversity to the base learners and reduces the training
complexity. Then the final decision can be obtained by fusing the decisions of every base
learner. The most common fusion strategy for classification is the majority voting, which
can be expressed as:

H(x) =
⎧
⎨

⎩
yj if

T∑
i=1

h
j
i (x) > 0.5

N∑
k=1

T∑
i=1

hk
i (x);

reject otherwise

(23)

where {y1, y2, ..., yN } is the set of labels, hj
i (x) is the prediction of i-th base learner on yj .

There are many other fusion strategies can be used in ensemble learning such as weighted
voting, stacking and so on. However, we observe that the three fusion strategies give the
comparable results. So, considering the trade-off between training complexity and accuracy,
we choose the simplest fusion strategy-majority voting.

In the construction of ensemble classifier, we add two random processes to increase the
diversity of the base learners, which bring two parameters to be determined: The number
of base learners T and subspace dimension dsub. As mentioned above, the OOB estimate
is an unbiased estimation of generalization error and can be used to determine the optimal
parameters. The OOB estimate will change with the change of T and dsub, so we design
two stopping criterions to find T and dsub corresponding to the minimum OOB estimate.

4 Experimental results

In this section, we will introduce the experimental set and results of our work. In order to
verify the performance of the proposed method, we select a set of camera models to carry
out the experiment from ’Dresden Image Dataset’ [10], which is one of the most widely
used database in digital image forensics. As shown in Table 1, the camera group used for the
experiment consists of 12 different cameras, including 4 different brands of cameras such
as Agfa, Canon, Nikon and Sony, each brand has two different camera models. In addition,
the different camera individuals from same brand and same model such as two individuals
of Sony DSC-H50, two individuals of Sony DSC-W170 and so on are also included to test
the effectiveness of the proposed method in the worst situation. For each camera model we
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Table 1 The parameters of cameras and images

Make Model Image resolution Format Notation

Agfa DC-504 4032×3024 JPEG AD1

Agfa DC-733 3072×2304 JPEG AD2

Canon Ixus55 2592×1944 JPEG C1

Canon PS640 3648×2736 JPEG C2

Nikon D70(1) 3008×2000 JPEG ND1

Nikon D70(2) 3008×2000 JPEG ND2

Nikon D200(1) 3872×2592 JPEG ND3

Nikon D200(2) 3872×2592 JPEG ND4

Sony DSC-H50(1) 3456×2592 JPEG SD1

Sony DSC-H50(2) 3456×2592 JPEG SD2

Sony DSC-W170(1) 3648×2736 JPEG SD3

Sony DSC-W170(2) 3648×2736 JPEG SD4

used 150 full size images, of which 90 images for training and 60 images for testing. The
proposed method is implemented in MATLAB 2014a, and our experiments are carried out
by using the computer with Inter (R) Xeon (R) 2.4 GHz CPU, 48 GB RAM. We designed
several experiments to test the performance of our method, the details of the experimental
set are as follows:

4.1 Experimental sets

As described, the method proposed in this paper can identify different camera brands, dif-
ferent camera models of the same brand, and different camera individuals of same brand
and same model with higher accuracy. In order to demonstrate the superiority of the method
in this field, we design four groups of experiments as shown below:

Group 1: Camera brand identification.

In this group, twelve different cameras listed in Table 1 are divided into four groups
according to their brands, namely Agfa, Canon, Nikon and Sony. For each camera, 90
images are used for training, and the remaining 60 images are used for testing.

Group 2: Camera model identification.

Table 2 The comparison results of Group1

Camera brand Proposed method HOWS [1] LBP,LPQ [33] Co-occurrence [20]

Agfa 100 99.3 100 100

Canon 100 99.4 98.64 98.1

Nikon 100 100 100 100

Sony 100 99.7 100 100

Average accuracy 100 99.6 99.7 99.6
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Table 3 Confusion matrix between two camera models of Agfa

Proposed method Hows [1] LBP, LPQ [33] Co-occurrence [20]

AD1 AD2 AD1 AD2 AD1 AD2 AD1 AD2

Actual AD1 100 0 100 0 100 0 100 0

AD2 0 100 0 100 0 100 0.6 99.4

Average accuracy 100 100 100 99.7

Table 4 Confusion matrix between two camera models of Sony

Proposed method Hows [1] LBP, LPQ [33] Co-occurrence [20]

SD1 SD3 SD1 SD3 SD1 SD3 SD1 SD3

Actual SD1 97.6 2.4 89.3 10.7 92.1 7.9 96.0 4.0

SD3 2.0 98.0 4.5 95.5 1.1 98.9 2.8 97.2

Average accuracy 97.8 92.4 95.5 96.6

Table 5 Confusion matrix between two camera models of Canon

Proposed method Hows [1] LBP, LPQ [33] Co-occurrence [20]

C1 C2 C1 C2 C1 C2 C1 C2

Actual C1 100 0 99.4 0.6 99.4 0.6 100 0

C2 0 100 3.9 96.1 7.3 92.7 0 100

Average accuracy 100 97.7 96.1 100

Table 6 Confusion matrix between two camera models of Nikon

Proposed method Hows [1] LBP, LPQ [33] Co-occurrence [20]

ND1 ND3 ND1 ND3 ND1 ND3 ND1 ND3

Actual ND1 100 0 95.9 4.1 100 0 99.4 0.6

ND2 0 100 0.5 99.5 2.4 97.6 0 100

Average accuracy 100 97.7 98.9 99.7

Table 7 Confusion matrix between two camera individuals of Nikon D70

Proposed method Hows [1] LBP, LPQ [33] Co-occurrence [20]

ND1 ND2 ND1 ND2 ND1 ND2 ND1 ND2

Actual ND1 62.6 37.4 59.2 40.8 41.5 58.5 33.7 66.3

ND2 37.7 62.3 48.6 51.4 31.6 68.4 27.9 72.1

Average accuracy 62.5 55.3 54.9 52.9
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Table 8 Confusion matrix between two camera individuals of Nikon D200

Proposed method Hows [1] LBP, LPQ [33] Co-occurrence [20]

ND3 ND4 ND3 ND4 ND3 ND4 ND3 ND4

Actual ND3 95.8 4.2 88.3 11.7 85.6 14.4 88.3 11.7

ND4 10.6 89.4 11.5 88.5 10.1 89.9 12.3 88.7

Average accuracy 92.3 88.4 87.7 88.0

Each of the four different brands of cameras used in the experiment contained two differ-
ent models of cameras. We separately classify different models of cameras for each brand
to verify the performance of the method in identifying different models of cameras.

Group 3: Camera individual identification.

It is very difficult to identify different camera individuals of the same brand and model
because of their similarities. In this group, different camera individuals of Sony DSC-H50,
Sony DSC-W170, Nikon D70 and Nikon D200 are used for experiments.

Group 4: Classification of twelve cameras.

In this group, twelve different cameras are used, including two cameras of Agfa, two
cameras of Canon, four cameras of Nikon and four cameras of Sony. Finally, the confusion
matrix of the classification results of twelve cameras will be obtained, which can effectively
prove the comprehensive performance of the method.

For the guarantee of the universality of the experimental results, each experiment are
repeated 20 times. The training samples and test samples chosen for each experiment are
randomly selected and there is no overlap between them. The final accuracy of the experi-
ment is the average of 20 experimental results. Besides, in order to prove the superiority of
the proposed method compared with other existing methods, the methods proposed in work
[1, 33] and [20] are used as comparison methods. Work [1] is an effective method based on
PRNU features, work [33] is one of the most advanced methods based on LBP features and
work [20] is a recently proposed method based on co-occurrence matrix features.

4.2 Accuracy comparison

Group 1 The purpose of this set of experiments is to verify the performance of the proposed
method in identifying different brands of cameras. And for that, the twelve cameras listed in
Table 1 are divided into four groups according to their brands, namely Agfa, Canon, Nikon
and Sony. As mentioned above, we choose 90 images from each camera for training, and the

Table 9 Confusion matrix between two camera individuals of Sony DSC-H50

Proposed method Hows [1] LBP, LPQ [33] Co-occurrence [20]

SD1 SD2 SD1 SD2 SD1 SD2 SD1 SD2

Actual SD1 91.9 8.1 84.0 16.0 73.2 26.8 68.0 32.0

SD2 8.7 91.3 15.2 84.8 10.4 89.6 14.4 85.6

Average accuracy 91.6 84.4 81.4 76.8
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Table 10 Confusion matrix between two camera individuals of Sony DSC-W170

Proposed method Hows [1] LBP, LPQ [33] Co-occurrence [20]

SD3 SD4 SD3 SD4 SD3 SD4 SD3 SD4

Actual SD3 81.2 18.8 52.8 47.2 62.0 38.0 75.4 24.6

SD4 16.2 83.8 18.0 82.0 13.2 86.8 20.8 79.2

Average accuracy 82.5 67.4 74.4 77.3

remaining 60 images are used for testing. For each image, we extract the HOWS features,
LBP and LPQ features, CFA features and co-occurrence matrix features separately to form
the feature set, and then send them to the ensemble classifier for training or testing. For
comparison, the experimental setup of the methods proposed in work [1, 33] and [20] are
exactly the same as that mentioned above.

The comparison results of four different brands of cameras are shown in Table 2. It can
be seen that the identification accuracies of the proposed method are 100% for all camera
brands used in experiment, which are superior to the methods proposed in [1, 33] and [20]. It
can also be seen from the experimental results that different features have their own advan-
tages when identifying camera brands, such as HOWS features have the highest detection
accuracy for Nikon, while LBP, LPQ and co-occurrence matrix features are easier to iden-
tify other cameras. Therefore, the combination of these features makes the proposed method
have better identification ability for all camera brands.

Group 2 The purpose of this set of experiments is to verify the performance of the proposed
method in identifying different models of cameras. And to do this, we select 8 different
camera models from 4 different brands, including two camera models of Agfa, two camera
models of Canon, two camera models of Nikon and two camera models of Sony. For each
camera, the numbers of training images and testing images are same as Group1. Similarly,
we extract the HOWS features, LBP and LPQ features, CFA features and co-occurrence
matrix features separately and feed them to the ensemble classifier. The method in work [1,
33] and [20] are baselines.

As can be seen from Tables 3, 4, 5 and 6, the average accuracies of the proposed method
are up to 100% for different camera models of Agfa, Nikon and Canon, which are superior
to that of the methods [1, 33] and [20]. In this group of experiments, the image texture
features (LBP, LPQ and co-occurrence) perform better than the HOWS features, which
greatly improve the ability of the proposed method to detect camera models. Besides, it is
noteworthy that the average accuracy of the proposed method is reduced when identifying
different models of Sony. This is a common phenomenon in most methods, which means
that the two models of Sony have great similarities and are difficult to identify.

Group 3 The proposed method not only can identify different brands, different models, but
also can effectively identify different camera individuals of the same brand and model. In
order to verify the performance of the method in identifying different camera individuals,
we take two camera models of Sony and Nikon respectively, in which each camera model
contains two different individuals. The experimental setup and baselines are the same as the
first two groups.

The experimental results are shown in Tables 7, 8, 9 and 10. It can be concluded that the
performance of the proposed method is better than that of method [1, 20] and [33] when
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Fig. 5 Comparison of the identification results

identifying the different camera individuals. Further, among the features used, the PRNU-
based HOWS features have higher detection accuracy, which greatly contribute to the high
accuracy of the proposed method in identifying camera individuals.

Group 4 In order to test the performance of the proposed method as the number of cameras
increases, we take 12 cameras to carry out the experiment, which include two cameras of
Agfa, two cameras of Canon, four cameras of Nikon and four cameras of Sony.

The confusion matrixes of 12 different cameras are shown in Tables 11, 12, 13 and 14. It
can be seen that in the identification of different brands and different models, the four meth-
ods all show a high accuracy rate, but the accuracy rate would decrease when identifying
different camera individuals, which is also the reason leading to the final average accuracy
declines. The bar graph in Fig. 5 shows the accuracy comparison of the four methods when
identifying twelve different cameras. For most cameras used in the experiment, the detec-
tion accuracy of the proposed method is higher than that of the method [1, 20] and [33],
the average accuracy of the twelve cameras obtained by the proposed method is the highest
among the four methods.

4.3 Complexity comparison

As mentioned above, most of the existing source camera identification methods, such as
method [1, 20, 33] and so on, are based on support vector machine (SVM) classifier. How-
ever, the complexity of the SVM classifier increases with the feature dimensionality and
the training set size. In this paper, we extract the HOWS features, LBP and LPQ features,
CFA features and co-occurrence matrix features separately to form high dimensional feature
set, which help to improve the detection accuracy. In this case, the use of SVM is time-
consuming. So the ensemble classifier is used in this paper to get a high detect accuracy with
less time. In order to demonstrate the performance of the ensemble classifier used in this
paper, we compare the feature extraction time, classification time and accuracy of different
methods in Group 4, the results is shown in Table 15. Where feature extraction time refers
to the average extraction time of an image, classification time is the total classification time
under the experimental sets of Group 4, and accuracy refers to the classification accuracy



Multimedia Tools and Applications (2019) 78:8397–8422 8419

Table 15 Comparison of complexity and accuracy for various methods

Feature extraction time Classification time Accuracy

(each image) SVM Ensemble SVM Ensemble

HOWS <1 min 11.2 min 1.06 min 78.4% 80.8%

LBP,LPQ 1.2 min 146.6 min 13.9 min 87.8% 87.4%

Co-occurrence 21.3 min 303.7 min 30.9 min 87.5% 86.5%

Proposed method 79 min 498.5 min 50.9 min 85.3% 89.5%

of the two classifiers when the same features are used. It can be seen that while using high
dimensional features to improve detection accuracy, the feature extraction time of proposed
method will increase, which is inevitable. In order to reduce the algorithm complexity, it is
necessary to use the ensemble classifier instead of SVM to reduce the classification time.
What’s more, the classification accuracy of the ensemble classifier is comparable to that of
SVM when using the same features.

5 Conclusions

We have proposed a novel method based on the fusion features of software-related,
hardware-related and image-related features to identify the source camera. The combination
of the high dimensional feature set and ensemble classifier can get higher detect accuracy
with less time. The effectiveness of the proposed method has been proved by numerous
experiments. The average accuracy of proposed method is close to 100% when identifying
the camera brand and model, and the accuracy is higher than the existing algorithm when
identifying the different camera individuals with same brand and model. Our future work
will focus on combining some new descriptors, such as transition local binary pattern (tLBP)
and center-symmetric local binary patterns (CSLBP) to further improve the performance of
the method.
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